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ABSTRACT
In Sweden, most patients are recruited into biobank research by non-researcher doctors. Patients’ trust in doctors may therefore be important to their willingness to participate. We suggest a model of trust that makes sense of such transitions of trust between domains and distinguishes adequate trust from mistaken trust. The unique position of doctors implies, we argue, a Kantian imperfect duty to compensate for patients’ mistaken trust. There are at least three kinds of mistaken trust, each of which requires a different set of countermeasures. First, trust is mistaken when necessary competence is lacking; the competence must be developed or the illusion dispelled. Second, trust is irrational whenever the patient is mistaken about his actual reasons for trusting. Care must therefore be taken to support the patient’s reasoning and moral agency. Third, some patients inappropriately trust doctors to recommend only research that will benefit them directly. Such trust should be counteracted by nurturing a culture where patients expect to be asked occasionally to contribute to the common good.

INTRODUCTION
Research using biobanks – systematic collections of human biological material and associated health data – is becoming increasingly important to modern medicine.1 In Sweden, samples taken in health care for diagnostics and follow-up have been routinely stored in biobanks and used in medical research for several decades, but not until recently has this practice become the subject of ethical and legal debate. After the adoption of the Swedish Biobank Act in 2002, samples must no longer be stored or used for research without the patient’s consent. The duty of informing and obtaining consent has fallen on the patient’s doctor, who is often not a researcher herself. Conceivably, previous and ongoing relationships of trust with healthcare professionals influence patients’ decisions whether or not to participate. There is some empirical evidence to that effect. In Sweden, very few patients refuse to have their samples stored for research purposes.2 Also in many other countries, patients appear to be more willing to participate in biobank research than the general public.3

Several authors have emphasized the need to develop and perpetuate relationships of trust between researchers and the public to ensure continued support for healthcare-related biobank research.4 Others see trust as naïve and undesirable, arguing that it runs counter to the ideal

of the knowledgeable and empowered citizen. Even in health care as such there is a growing tendency to view trust as obsolete and readily replaceable by transparency, accountability, and audit. Many authors, however, continue to defend the importance of trust in patient-doctor relationships, arguing that it facilitates the consultation and ultimately improves health outcomes.

In this paper, we argue that non-researcher doctors who recruit patients into biobank research are, to the degree that they are trusted as research representatives, subject to a range of duties. We first present a critique of action-oriented models of trust and suggest that a domain-oriented view is better equipped to make sense of ‘proxy trust’, that is, trust in a person other than the one in direct control of future events, but who is more easily trusted because of an existing relationship of trust. It is then argued that the rationality of trust, unlike that of beliefs, cannot be determined in terms of the evidence that backs it, but must be assessed by very different standards. In the third section we defend our central normative claim, namely, that mistaken trust imposes certain obligations on the trustee. Lastly, we discuss some direct implications for non-researcher doctors who act as research representatives.

**DOMAIN-ORIENTED TRUST**

Much philosophical analysis of trust is ‘action-oriented’ in the sense that it is assumed that we always trust the other to do one thing or another. But neither in health care nor in daily life do we always expect specific actions from those we trust. Sometimes we even experience trust ‘posthumously’, not knowing it until we are let down. A patient attending his physician with a specific request, for instance, has been let down in spite of getting what he expected goodwill in the other. A weakness of this view is its tendency to downplay the importance of the attitude the truster has toward the trustee, obscuring the fact that we trust different people in different matters and that trust typically grows over time even when the other’s goodwill was never doubted. Nevertheless, the way trust is construed as a way to recognize the other’s moral agency is compelling. Not only does such trust seem morally worthy, but it is also more likely to be honoured, assuming of course that the trustee is committed to act morally.

It is possible, we think, to retain Baier’s stronger points while avoiding her weaker ones by thinking of trust as ‘domain-oriented’. This approach emphasizes the fact that trust always develops within one or several domains of interaction. Once we have begun to trust, new matters within the same domain are more easily entrusted. Domains are for most part culturally and socially determined, but individuals may still disagree on their bounds. Is health care, for instance, about caring for the ill, curing sickness, preventing disease, educating people to care for themselves, or all of these things? Consequently, the patient and the doctor may disagree on what would make the latter trustworthy. To bridge the gap, expectations must be negotiated; and as we shall see later, trust can be appropriate only if those negotiations are successful.

Views may also differ regarding what domain is most relevant in a particular case. Some trust their doctor in just about any health-related matter, whereas others prefer to keep their trust within more restrictive bounds, perhaps by entrusting their heart only to the cardiologist, their eyes to the ophthalmologist, etcetera. Doctors may similarly wish to be trusted within a smaller or larger domain, depending on what responsibilities they are
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prepared to assume. The size and shape of a domain – once negotiated – determines what counts as ‘skill’ or ‘competence’ within its bounds.

A domain-oriented view of trust suits the current context because it predicts the high willingness of patients to participate in research. When recruited by people that normally care for their health, patients have little reason to think of health care and research as disparate domains. Extending one’s trust in the doctor to this new matter may thus be no more difficult than presenting her with a new complaint. Depending on one’s outlook, one may find this a reason for either celebration or lament. The next section addresses a possible concern of those that would lament it, namely, that patients’ trust in doctors as representatives for research is intrinsically naïve or irrational.

TRUST AND RATIONALITY

Whether trust can ever be rational is a disputed matter. According to popular understanding, trust is irrational when it goes ‘beyond or against the available evidence’. This, however, begs the question: Who decides what should or should not count as evidence? Experts may agree that some piece of information should or should not count as evidence within their field – in science, or in court – but there is no single standard of justification applicable to all situations across all fields. To illustrate, we borrow an example from Olli Lagerspetz. Imagine that your friend is charged with a crime of which she claims to be innocent. In spite of overwhelming evidence of her guilt, you might still trust her. But the fact that your trust leaves the court unimpressed does not yet make it irrational. Replacing your friend in this example with a random person does not (and should not) affect the court’s decision, but to you, it makes (and should make) all the difference. What is presented as evidence against your friend will not constitute evidence to you; rather, they are ‘problematic facts which themselves call for investigation’. The difference between evidence and problematic fact is not a matter of degree; it is about what questions can be reasonably asked. (You could, for instance, quite reasonably ask ‘Who framed him?’ whereas the court would probably require some additional evidence to justify such inquiries.)

Of course, rationality might demand that you decide that your friend is guilty after all. But while the court reached its conclusion by weighing evidence, you did not. Rather, you had to re-evaluate the relationship and make a new decision on what would count as a reason to believe or disbelieve your friend. The metaphor of ‘weighing’ evidence is misleading since it suggests that the scales can be objectively calibrated – but calibrating is in itself a form of judging. The rationality of trust cannot, it seems, be assessed in terms of evidence without taking a stand on what counts as evidence in the present context; and this will inevitably depend on the roles and relationships involved.

Others have hoped to find a place for trust within rationality by considering it instead in strategic terms. ‘Strategic trust’, it is argued, is adequate if the consequences of trusting are good. For several reasons, this view is implausible. First, it seems to confuse trust with trusting action, thus failing to make sense of expressions such as ‘acting out of trust’. Second, it makes trust redundant: Where we do not trust, we can still reap the same benefits by cooperating anyway. Third, thinking of the rationality of trust in terms of its practical consequences seems back-to-front. If I claim to trust you not because you are trustworthy but because trust is good for our relationship, you would probably feel distrusted rather than trusted. It appears that to be genuine, trust must originate in the right way.

If we are to understand trust as something that can be either rational or irrational, neither cognitive nor strategic accounts seem to do the trick. A seductively simple conclusion is that trust is simply subjective, beyond the pale of rationality. Interestingly, the same has often been said of emotions. Against this notion, Ronald de Sousa has argued that emotions can be rational or irrational, but that emotional rationality cannot be reduced into the rationality of desires and beliefs. Emotions, on de Sousa’s account, presuppose a capacity for ‘primitive instinctual responses’, but are not themselves mere responses:

We are made familiar with the vocabulary of emotion by association with paradigm scenarios. These are drawn first from our daily life as small children and later reinforced by the stories, art, and culture to which we are exposed. Paradigm scenarios involve two aspects: first, a situation type providing the characteristic objects of the specific emotion-type and second, a set of characteristic or ‘normal’ responses to the situation, where normality is first a biological matter and then very quickly becomes a cultural one.

Each emotion is quite literally defined by a set of paradigm scenarios that tell us what players are involved,
what events may lead up to the emotion, what properties can reasonably serve as foci of attention, what behaviour is appropriate, etcetera. They provide a measure of adequacy by pinpointing the success criterion, or ‘formal object’, of the emotion. Fear, for instance, presumes a scenario in which something is perceived as frightening. Emotions are not a single species; some have features that others lack. Romantic love conspicuously has no propositional object, whereas hope may at least sometimes lack a target. Some emotions even lack a particular ‘feel’. One does not, for instance, fall out of love with someone whenever one is preoccupied with other things. Emotions are, in this sense, not ‘states of mind’.

Once adopted, emotions set the agenda for our beliefs and desires:

one might say that they ask the questions that judgment answers with beliefs and evaluate the prospects that may or may not arouse desire. As every committee chairperson knows, questions have much to do with the determination of answers: the rest can be left up to the facts.20

Applying this view to trust does not strain de Sousa’s model too far. Paradigm scenarios for trust, abundant in both daily life and literature, define trust by describing what it means to be trustworthy. One can, for instance, be perceived as trustworthy in virtue of being honest. Whenever we claim that there is trust, we also implicitly claim that the situation objectively resembles one or several such paradigm scenarios. The aspiration to objectivity is important: Though people may sometimes disagree on how a situation should be described, not just any suggestion can be taken seriously. One could for instance meaningfully argue whether a particular patient who participates in research expresses trust or uneasy cooperation; it is much harder to see how he could do so out of, say, jealousy or mirth.

Once we agree that I trust someone, we may still disagree on whether my trust is justified. We may disagree on whether the trustee is honest; or agree that he is, but disagree on whether that makes him trustworthy. Whether someone is trustworthy to me also depends on what properties I find relevant and on the nature of our relationship. Notably, none of these potential disagreements question my rationality as such. We will return to the question of rationality after having considered the broader concept of adequacy. As we shall see in the next section, questions of adequacy also invoke moral norms.

TRUST AND DUTY

One who trusts typically believes that some things rather than others will take place. But trust also implies normative expectations: whenever we trust, we expect something of the other.21 Lagerspetz has argued along roughly the same lines that ‘calling someone’s attitude “trust” is never just making a neutral, empirical point about her mental states, behaviour, or the like. It is to claim that we must respect the expectations she has on us’.22 But the mere act of claiming does not yet make one’s claims justified. Why, one might ask, must I respect the expectations of another? In what way am I obliged just by being trusted? If you trust me to rob the bank, is that what I ought to do? Luckily, there is another way to understand these notions. Lagerspetz’s point, with which we agree in principle, is not about what trust entails, but of what it constitutes: One cannot become aware of being trusted without recognizing the need for a moral response. Whenever we speak of trust, morality is already in play. In our vocabulary, if one finds that the situation matches a paradigm scenario of trust, one is also bound by its rules. In the absence of some clever background story, we think of aberrances such as ‘trusting’ someone to rob the bank as absurd just because no paradigm scenario of trust seems to apply. Given sufficiently twisted circumstances, this might change: Rebels fighting together against a dictatorship could plausibly regard even such trust as adequate and, by definition, recognize their duty to fulfil it.

Even when a shared paradigm scenario marks an instance of trust as reasonable, failing to meet the specific expectations does not necessarily amount to a letdown. In fact, as illustrated by Baier, trust is sometimes honoured precisely by not doing what one is expected to do:

I would feel morally let down if someone who had promised to help me move house arrived announcing: ‘I had to leave my mother, suddenly taken ill, to look after herself in order to be here, but I couldn’t break my promise to you.’23

Trust implies a moral demand that cannot be reduced to preference. But why not? If Baier does feel morally let down in the above example, is it not because she, being a moral person, in fact prefers that your mother be looked after? No – because Baier’s sense of letdown is not about your mother (though she might feel sorry for her), but
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23 Baier, op. cit. note 9, p. 251.
about your morally wrong action. What she first expected – promise-keeping – was part of, and secondary to, a higher-order expectation that you act morally. But could we not easily imagine an egoistic truster who would feel betrayed if the promise were broken rather than held? We could, but unless a moral demand is imputed, ‘trust’ would not be the best way to characterize such an attitude. If the egoist expects you to attend to him regardless of what else is at stake, he effectively denies your moral agency; his attitude, on our model, would then no longer count as trust. Alternatively, he thinks that you should prioritise him before your mother. But to expect you to prioritise is nothing but to make a moral demand – albeit a mistaken one, since your mother is arguably in greater need. Lastly, he might simply expect you to do as promised. But this, too, is a moral demand since it refers to a moral duty. (Without further qualification, this demand is also mistaken, since it would be highly misleading to describe your decision to stay with your mother as promise-breaking.) As a rule of thumb, one who truly trusts does not automatically feel betrayed in the face of disappointment, but instead takes it as a reason to reconsider his expectations.²⁴

Adequate trust implies that we agree, at least in principle, on what ought to be done. In this sense, adequate trust is often relatively unproblematic (at least in a moral sense). A patient may trust the doctor to take his complaints seriously and make a sound assessment; though this may not be easy, the doctor probably agrees that this is what she ought to do. In contrast, fulfilling mistaken trust is often undoable or undesirable, which makes the truster vulnerable. For instance, a patient who trusts the doctor as he would a friend may reveal something that he later comes to regret. Such vulnerability, we argue, sometimes gives rise to a range of obligations that are best understood in terms of Kant’s imperfect duties. On Onora O’Neill’s interpretation, treating other humans as persons implies more than just refraining from using them.²⁵ Beneficence, for instance, is an imperfect duty because the contrary maxim of refusing to help another in need cannot be coherently universalized by beings that sometimes need the help of others. This duty, we argue, is instantiated whenever we find ourselves in a unique position to prevent the harms that may result from mistaken trust. In the last section of this paper we will continue defending this position by identifying such potential harms before we spell out some implications for real-world situations.

Adequate Trust Avails, Mistaken Trust Matters

ADEQUATE AND MISTAKEN TRUST

Until now, the notion of ‘adequate’ trust has been circumscribed but not unambiguously defined. Though we doubt that a list of necessary and jointly sufficient criteria can ever be made final, we will nevertheless attempt one. Our aim is pragmatic: To bring out the counterpoint – mistaken trust – which is our main interest in this paper.

Adequate trust, we argue, implies the following:

1. The beliefs and assumptions that, if true, would together justify the truster’s view of the trustee as trustworthy in the relevant sense are actually true;
2. The truster is not mistaken about what her reasons for trusting are;
3. The particular instance of trust is appropriate according to the prevailing cultural or social norms and given the current circumstances.

Criterion (1) deals with the ‘truth-dependency’ of trust. It says, in essence, that the adequacy of trust depends on whether crucial beliefs, perceptions, and assumptions are accurate or true. Trust that does not meet this criterion is misplaced. Such a failure may or may not be related to the truster’s focus of attention. You may, for instance, trust me to drive you safely to location X because you think that I know the way. If I do not, your trust in me is misplaced; but it would be equally misplaced if I happen to be a very bad driver. In contrast, incidental letdowns – accidents – do not usually call the adequacy of trust into question.

Criterion (2) demands that the truster’s focus – whatever is forwarded as the reason for trusting – is the actual reason for trusting. To count as a reason, the focus must be rationally related to the propositional content. If I claim to trust my doctor’s assessment because she wears green socks in the absence of some chain of thought, however convoluted, that makes intelligible the connection between green socks and trustworthy assessments, my trust is irrational. But even reasons that meet the demands of minimal rationality may not be actual reasons. I might for instance deceive myself into thinking that I trust my doctor to provide useful advice because she appears to be competent, whereas the real reason is that she resembles my mother. Such ‘self-deceptive’ trust is also irrational. (We assume, without arguing the point, that irrationality is harmful or that there are other reasons why it should be avoided.)

Lastly, criterion (3) states that adequate trust must adhere to certain social or cultural norms. One could depict such norms as implicit or explicit agreements – between the parties or within the relevant social group or society – on what one can reasonably demand of each other. Inappropriate trust need be neither misplaced nor irrational. I might, for instance, trust my plumber to take

²⁴ Lagerspetz, op. cit. note 16, p. 79.
care of my children while I go shopping, knowing that he is an excellent babysitter, but this would go well beyond what can be reasonably asked of one’s plumber.

In the following three sections, we apply this framework on biobank research by identifying potential ways that patients’ trust in doctors as research representatives can be mistaken. We do not claim that proxy trust is always mistaken, or even that mistaken trust is common; these are empirical questions that must be approached by different means. We do claim, however, that the possibility of mistaken trust — whether it be misplaced, irrational, or inappropriate — deserves to be taken seriously.

Misplaced trust

Research participants’ ideas of the benefits of research may often not go beyond the opinion that it is ‘needed’ or ‘good’. Notably, many potential donors who are given an information sheet or leaflet never read it, preferring instead to trust the doctor or nurse.26 Many other studies indicate that doctors enjoy a great deal of trust in matters of research.27 Sometimes, such trust will be misplaced. For example, a doctor with no previous experience of biobank research may not realize that it often involves accessing medical records, and may thus fail to recognize this potential infringement of privacy. Furthermore, researchers often frame research participation in positive terms.28 Given that doctors have been exposed to the same university culture, one could expect similar bias in many physicians.29

In theory, the remedy for misplaced trust is simple enough: dispel the illusion or develop the expected qualities. Whether any of these strategies is practicable or advisable is quite another question. It could be argued, first, that patients should not be disabused of their trust since ‘elevated trust and unrealistic expectations serve essential therapeutic purposes’.30 However, while concealing certain facts — unlike lying — can sometimes be defended in medical practice,31 it is not clear that such a maxim is transferrable to biobank research, where the participant generally has no benefits to reap from participating and, conversely, nothing to lose from being disillusioned but the illusion itself. Second, one could argue that since biobank research is essentially risk-free for the donor, a recommendation to participate does no harm even if based on ignorance. However, research unlikely to harm individual research participants may still pose risks to families or communities.32 Furthermore, given the interest that insurance companies have in health-related information, fears that genetic research will ultimately facilitate discrimination33 can at least not be dismissed off-hand.

Doctors that are trusted to recommend participation only in research that is ‘good’ in some vague sense must take a suitably wide perspective on its possible effects, including societal effects, and be prepared to discuss them with their patients. This is by no means an easy feat. Though doctors are in some ways experts in risk management, it is not clear that their usual risk management strategies are applicable in this context. Doctors are, by virtue of their profession, conditioned to risks both probable and severe, and may therefore fail to consider what they perceive as merely theoretical risks, especially ones that do not pertain directly to their patients.

Irrational trust

Swedish patients have been found to conceive of health care as a gift and of participation in research as a way to reciprocate34 or as a ‘given’.35 These observations are in line with the view of Swedes as ‘ennmeshed in a set of duties and responsibilities in a state-citizen relationship in which healthcare plays a central part’.36 Here, the line between acting out of duty and submitting to an external will is blurred. Indeed, research nurses have reported that many elderly patients feel obliged to participate in research just because healthcare professionals suggest it.37

29 Of course, no matter how knowledgeable and sincere the doctor, there is always a slight risk of unforeseen harms. But in such cases we should arguably think of the patient’s trust as accidentally let down rather than misplaced.
30 Hall, op. cit. note 13, p. 160.
The relative power of doctors coupled with the fact that they are often trusted puts them in an ideal position to impose their own values and norms on patients. Apart from the fact that doctors generally lack such intentions, the mechanisms in play may not be that far removed from what Stanley Milgram discovered in 1961 about the tendency of ordinary people to submit to authority. Some may find the analogy unconvincing. Indeed, Milgram’s subjects were pushed to actions that most people – the subjects themselves included – would regard as rather more extreme than donating a vial of blood. But if this were the only difference, submission would be even more likely in biobank research as there would be one less reason to object to it.

In a society where obedience is less a virtue than a vice, it is natural to prefer to think – perhaps even to deceive oneself into thinking – that one trusts and acts autonomously on that trust rather than obeys. Of course, trusting people in authority may sometimes be rational if we lack other reliable knowledge about them. It is not even clear that obedience as such is always irrational. To obey and then misconstrue one’s obedience as trust is, however, since it amounts to self-deception.

Given that most people are likely to resist charges of irrationality, self-deceptive trust may be hard to dispel. A more promising approach may be to prevent it by counteracting the interplay of authority and deference. This is a highly complex endeavour of which we can highlight only a few points here. It is, first, crucial that patients’ moral agency is supported. As argued by Manson and O’Neill, simply ‘disclosing’ information or otherwise ‘making it available’ may not be the best way to secure such agency. To be of actual use to the patient, the information must be intelligible and relevant, and this often requires genuine two-way communication. Second, doctors must take care to be unbiased. Ambivalent patients need to be supported in their reasoning rather than being infused with the doctor’s own attitudes. Experienced doctors know all this. In practice, however, supporting moral agency is often uphill work for individual doctors, however accurate their perceptions and well-developed their communication skills. Moral agency is nurtured throughout our lives in a wide range of different contexts, not least through public engagement and debate. The ideal of the ‘enlightened citizen’ – not to be confused with the ‘fully informed’ one – therefore goes hand in hand with rational trust rather than standing opposed to it.

Inappropriate trust

In many day-to-day interactions, roles are sufficiently well defined that determining the appropriateness of trust is straightforward. When one of the parties occupies multiple roles, however, conflicts may arise; and how they should be resolved can often not be determined in the abstract. One such conflict can be found at the core of the phenomenon known as the therapeutic misconception. In this section we will argue that failed attempts to combat it can be partly explained by the tendency to misconstrue it as a matter of mistaken beliefs. A more useful approach may be to bring the underlying norms to the fore.

The therapeutic misconception, according to the predominant reading, is characterized by a resistant belief of patient-participants that the research will benefit them directly even when it holds no promise of personal benefit whatsoever. Though mainly recognized as a problem in clinical trials, there is evidence of similar tendencies in biobank research. Several studies suggest that people donate materials first and foremost out of concern for their own health, and donors increasingly want to be informed about research findings, however uncertain their clinical significance. Reasons for such wants may of course vary. It is, however, at least conceivable that many people expect the results of tests carried out for scientific purposes to be directly useful to them, for instance by revealing remediable risk factors. For many reasons – unknown base rates, varying penetrance, etcetera – such hopes will most often be mistaken.

Of crucial importance to the therapeutic misconception are the conflicting roles and commitments held by the doctor/researcher (or in the present context, doctor/research representative). The problem can be framed as a matter of false beliefs: The patient either mistakenly believes that the doctor has no conflicting commitments or underestimates their importance, and so comes to believe that everything the doctor recommends will be good for him. The solution suggested by this framing is to inform patients better, to provide them with additional information must be regarding the doctor/researcher (or in the present context, doctor/research representative). The problem can be framed as a matter of mistaken beliefs. A more useful approach may be to bring the underlying norms to the fore.

A less simplistic interpretation of the therapeutic misconception is to consider it in terms of mistaken trust:

40 It also follows that acting on duties in which one is ‘enmeshed’ (for instance by being a citizen in a welfare state) is compatible with autonomy, if the norms have been sufficiently internalised.
42 Cousins et al., op. cit. note 27, p. 41; Ducournau & Strand, op. cit. note 5, p. 122.
44 Appelbaum & Lidz, op. cit. note 41, p. 637.
The patient mistakenly trusts the doctor always to act in his best interests. In our framework, such trust is not misplaced; nothing as yet points out the doctor as untrustworthy. Nor is it irrational: it is perfectly reasonable to trust one’s doctor to do what a doctor should do. (It is not even clearly irrational to disregard the fact that he, as a researcher, should also do something else.) Rather, the problem is a failure to negotiate reasonable normative expectations. Normative expectations are not beliefs: I may think that something ought to be the case though I know it is not. But normative expectations can serve as foundations for beliefs: It is easier to believe that one’s doctor will always act in one’s best interests if one thinks that he ought to do so, the implicit assumption being that he, too, will think that he should. In a sense, the normative expectation is evidence for the belief. The problem in the present case is that the normative expectations of the patient are socially or culturally appropriate only with regard to medical procedures within the context of health care. To similarly expect of one’s doctor to recommend research participation only if it benefits oneself is inappropriate; it is to demand too much.

The cure, we think, is not to be found in information sheets or informed consent procedures. If we are to continue having health care and research operate under the same roof, we are obliged to change people’s ideas not of what actually goes on but of what should go on, preferably through public engagement and debate. This may not be possible without sacrificing the myth of the doctor’s absolute loyalty.

CONCLUSION

There are many reasons, some of them moral, to take patients’ trust in biobank research seriously. This paper defends the position that trust – even when mistaken – involves a moral demand on the trustee that must be respected. We identified three different kinds of mistaken trust, all of which have implications for how biobank research should be framed relative to health care. Biobank research, we believe, is neither completely distinct from health care nor a special kind of health care. Non-researcher doctors cannot avoid their role of research representative and are thus duty-bound to develop the required competence. As research is a prerequisite of good quality health care, patients should occasionally expect to be asked to participate in research without benefiting from it personally. However, the putative duty of patients to reciprocate by contributing to research must not be overly stressed, lest the patient be coaxed into obedience rather than being permitted to act morally.
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